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A > /Aceessing 4-Di Weather Cubge
Data is a 2 step Process

' -3 ‘Data Discovery” = Registry/Repository
& (Reg/Rep)
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_+ 2. "Retrieval” > Data Access Service
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= _.;f—f ~ (WCS/WFS/WMS)

NWS offers Reg/Rep, WCS and WFS Web Services
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SIREShiy/REPosItory (REGREP) Web' Service
sexiViibased app built by Wellfleet Software
SMUSESHISO  standards 19115 and 19139

=icense sueforting clustered systems. Uses standard
& port defined by NextGen

= _;;— ‘Clustered VM systems (VMware ESXi)

__Z- = Dedicated and separate Postgres & RegRep VM clusters

* — MDL has metadata for 28 NDFD and NDGD
weather grids for our WCS, and a single
metadata for our WFS gwdance TAFs.




@ Current MDL NextGen Web Services \
g N AVL
2/ ASEHIP (Cont'd). .

J \/\/er (CoVerages Service Reference
Igiplementation (WCSRI)

— aVarbased app built by NCAR featuring: Apache Fuse
Semvicemix, ActiveMQ (JMS), and database (postgres)

= ,SUB/ ports SOAP/REST-based queries, http/https,

= pu sub, KVP for getCapabilities
i—_"—— = — Clustered VM systems (VMware ESXi)
= — | .oad balancer in front of WCS services.




) Curr’-ﬁ'MDL NextGen Web Servicesi
R SSETIE (CO nt’d) — D

PRVEBNEEature Service (WES)

— J~ Jashased app built by LL/MIT featuring: Apache
omcat, ActiveMQ (JMS), and database (derby)

— UB/ portis SOAP/REST-based queries, http/https,

sub;, KVP for getCapabilities
8 4,,_ 'Smgle VM system (VMware ESXi)
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e .1‘J§é existingl infrastructure to

JVL)LJJecJ;_;astructure
MIDIRINEYIEERNRfifastructure
currently gnllsigeeges
fonnccw e and! from FAA,
GSD zrlel AWE

MDE Nei€ey communication
SSPECI flesis

= = peer to NOAANet

e

= —= Pojnt to poeint connection from
NOAANet to FAA Research
Enclave covering 3 TCP port
ranges

3 TCP ports are forwarded to
internal NAT load balancer
service interface.

Firewall only allows specific IP
addresses to traverse through
our infrastructure

— XML Gateway protects the
application layer.
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MDL
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@ NS Vigion: Make 4D Weather CUE \

AEEW geospatial dissemination
frieiiple)e

0 fe'ggle "NWS goall to leverage the 4D weather cube
sEREERE(WitICh has aviation focus) and apply. it to
ABEINS products.

3 __J | f e this the new method for public dissemination
"' sgeospatial data!
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MDL IS paving the early way to support the public
facmg side
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SoW.do we get there

Publ]c'“ Web Se_rwces Reguirements
S0 NEXLEE A DIWXEIDE g Mt (aviation FOCUSEd) I 'to
IIOAGEr Spectrum of MDL weather products.

— Cogg partmentallze public facing system to allow: for
SE0 mGentlng from FAA/OPSnet network developed for
SNEXtGEn

= Different 1P address than the FAA to expose for the
= -sylstems/serwces with separate routing and firewall
— rules

- — Use the XML Gateway to set UF a virtual WSDL. The
e

Gateway would then be capable of distinguishing FAA

traffic from general public traffic
— Public systems must be unable to access FAA

— Must be capable of supporting REST, SOAP and KVP-
based queries
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Adding Security as a Service 1._\:«”

endor device that prowdes a central pomt for

"\ / vhich mean M) AN OITIOd ygursecunty
ements for the applications

o Czjp) ﬂspect andjor reject all requests and responses
PEBEW O SECUrity criteria; such as virus scanning, known
mf 1CIOUS content, sql |nJect|ons etc.

o Celg) provide load balancing, combine WDSLs,
z :?ﬂ’.edlrectlon/translatlon of requests, user authentlcatlon

,_;;“* =—encryption, document signing, document validation, etc
~ ® Add XACML access control policies (ACP) on RegRep
Systems

® Juniper SSG security device capable of packet inspection
In place as firewall

e Fully FIPS 140.2 compliant




The Public-Facing'side to MDL’s i
Web, Servicesss s G

SN EAES/WESNIrttaIrsystems would be created
— H;f theirr own dedicated SAN

J J\Jev\ [PANFand subnet created

o J\Jw Ioad palancer interface would be created on

“the ‘new: VILAN/subnet
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== == Existing RegRep servers and new WCS/WFS
-~ servers would be available via this interface
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S /hat thepublic willssger =

SAEIIstomers will connect to the DNS entry.
for s HdlERextgen.nws.noaa.goy which will
ch nt Lo the external IP

) ts fior the services will be the only
exposure which will actually be the load
Palancer
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